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Before SGD step
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Figure 2: Single crop validation accuracy of Inception
and its batch-normalized variants, vs. the number of
training steps.

Model Steps to 72.2% Max accuracy
Inception 31.0 · 106 72.2%
BN-Baseline 13.3 · 106 72.7%
BN-x5 2.1 · 106 73.0%
BN-x30 2.7 · 106 74.8%

BN-x5-Sigmoid 69.8%

Figure 3: For Inception and the batch-normalized
variants, the number of training steps required to
reach the maximum accuracy of Inception (72.2%),
and the maximum accuracy achieved by the net-
work.

4.2.2 Single-Network Classification

We evaluated the following networks, all trained on the
LSVRC2012 training data, and tested on the validation
data:
Inception: the network described at the beginning of

Section 4.2, trained with the initial learning rate of 0.0015.
BN-Baseline: Same as Inception with Batch Normal-

ization before each nonlinearity.
BN-x5: Inception with Batch Normalization and the

modifications in Sec. 4.2.1. The initial learning rate was
increased by a factor of 5, to 0.0075. The same learning
rate increase with original Inception caused the model pa-
rameters to reach machine infinity.
BN-x30: Like BN-x5, but with the initial learning rate

0.045 (30 times that of Inception).
BN-x5-Sigmoid: Like BN-x5, but with sigmoid non-

linearity g(t) = 1
1+exp(−x) instead of ReLU. We also at-

tempted to train the original Inception with sigmoid, but
the model remained at the accuracy equivalent to chance.
In Figure 2, we show the validation accuracy of the

networks, as a function of the number of training steps.
Inception reached the accuracy of 72.2% after 31 · 106
training steps. The Figure 3 shows, for each network,
the number of training steps required to reach the same
72.2% accuracy, as well as the maximum validation accu-
racy reached by the network and the number of steps to
reach it.
By only using Batch Normalization (BN-Baseline), we

match the accuracy of Inception in less than half the num-
ber of training steps. By applying the modifications in
Sec. 4.2.1, we significantly increase the training speed of
the network. BN-x5 needs 14 times fewer steps than In-
ception to reach the 72.2% accuracy. Interestingly, in-
creasing the learning rate further (BN-x30) causes the
model to train somewhat slower initially, but allows it to
reach a higher final accuracy. It reaches 74.8% after 6·106
steps, i.e. 5 times fewer steps than required by Inception
to reach 72.2%.
We also verified that the reduction in internal covari-

ate shift allows deep networks with Batch Normalization

to be trained when sigmoid is used as the nonlinearity,
despite the well-known difficulty of training such net-
works. Indeed, BN-x5-Sigmoid achieves the accuracy of
69.8%. Without Batch Normalization, Inception with sig-
moid never achieves better than 1/1000 accuracy.

4.2.3 Ensemble Classification

The current reported best results on the ImageNet Large
Scale Visual Recognition Competition are reached by the
Deep Image ensemble of traditional models (Wu et al.,
2015) and the ensemble model of (He et al., 2015). The
latter reports the top-5 error of 4.94%, as evaluated by the
ILSVRC server. Here we report a top-5 validation error of
4.9%, and test error of 4.82% (according to the ILSVRC
server). This improves upon the previous best result, and
exceeds the estimated accuracy of human raters according
to (Russakovsky et al., 2014).
For our ensemble, we used 6 networks. Each was based

on BN-x30, modified via some of the following: increased
initial weights in the convolutional layers; using Dropout
(with the Dropout probability of 5% or 10%, vs. 40%
for the original Inception); and using non-convolutional,
per-activation Batch Normalization with last hidden lay-
ers of the model. Each network achieved its maximum
accuracy after about 6 · 106 training steps. The ensemble
prediction was based on the arithmetic average of class
probabilities predicted by the constituent networks. The
details of ensemble and multicrop inference are similar to
(Szegedy et al., 2014).
We demonstrate in Fig. 4 that batch normalization al-

lows us to set new state-of-the-art by a healthy margin on
the ImageNet classification challenge benchmarks.

5 Conclusion
We have presented a novel mechanism for dramatically
accelerating the training of deep networks. It is based on
the premise that covariate shift, which is known to com-
plicate the training of machine learning systems, also ap-
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