
Joint DNNs Trained from Multiple Data Sets vs
Individual DNNs Trained from a Single Data Set. Next,
we would like to decide whether training a joint DNN using
multiple training sets is preferable over training an individual
DNN using a single data set. Given a DNN parameter setting,
each of the 15 QSAR data sets was first used to train 15
individual DNNs. Then, using the same DNN parameter
settings, a joint DNN was trained from the data combined from
the 15 data sets. This joint DNN was capable of producing
predictions for each of the 15 QSAR tasks. Thus, the prediction
obtained from the corresponding individual DNN and that
from the joint DNN form a comparison pair. For each data set,
17 comparison pairs were produced using 17 different DNN
parameter settings. One analysis of the result is shown in Figure
7. The difference in R2 between the comparison pair is

presented in Figure 7 as a circle. Any circle above the horizontal
line of 0 indicates that modeling the QSAR task as a joint DNN
is preferred. When averaged over all data sets, there seems to be
a difference favoring the joint DNN. However, the size of the
training sets plays a critical role on whether a joint DNN is
beneficial. For the two very largest data sets (i.e., 3A4 and
LOGD), the individual DNNs seem better, as shown in Figure
7. An in-depth explanation of this detectable boost for the joint
DNN warrants a future investigation, because out of the
129 295 unique molecules in all the data sets, 85% occur only in
a single data set, 97% occur in two or fewer data sets, and >99%
occur in three or fewer data sets. Also most of the overlap of
molecules is accounted for by 3A4 and LOGD, and for these
data sets, the joint DNN is worse. These facts do not support

Figure 7. Difference between joint DNNs trained with multiple data sets and the individual DNNs trained with single data sets. Each column
represents a scenario for comparing joint DNNs with single-task DNNs. Each circle represents the difference, measured in R2, of a pair of DNNs
trained from multiple data sets and a single data set, respectively. The horizontal dashed red line indicates 0. A positive value indicates the case where
a joint DNN outperforms an individual DNN. The p-value of a two-side paired-sample t test conducted for each scenario is also provided at the
bottom of each column.

Figure 8. Impacts of unsupervised pretraining. Each column represents a QSAR data set, and each circle represents the difference, measured in R2, of
a pair of DNNs trained without and with pretraining, respectively. The horizontal dashed red line indicates 0. A positive value indicates that a DNN
without a pretraining outperforms the corresponding DNN with a pretraining. The horizontal dotted green line indicates the overall difference
between DNNs without and with pretraining, measured in mean R2.

Journal of Chemical Information and Modeling Article

DOI: 10.1021/ci500747n
J. Chem. Inf. Model. XXXX, XXX, XXX−XXX

I

http://dx.doi.org/10.1021/ci500747n

