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Definition

e “Regularization is any modification we make to a

learning algorithm that is intended to reduce its

generalization error but not its training error.”

(Goodfellow 2016)



Weight Decay as Constrained
Optimization

Figure 7.1



Norm Penalties

e L1: Encourages sparsity, equivalent to MAP
Bayesian estimation with Laplace prior

e Squared L2: Encourages small weights, equivalent to
MAP Bayesian estimation with Gaussian prior

(Goodfellow 2016)



Dataset Augmentation
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Multi-Task Learning
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Learning Curves

Early stopping: terminate while validation set
performance is better
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Early Stopping and Weight
Decay

Figure 7.4



Sparse Representations
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Bagging

Original dataset

First resampled dataset First ensemble member
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Dropout

Figure 7.6
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Adversarial Examples
v

A s By N
= A ] Cart
e e e
ENZH st HESG e, Lo B S W
[ b N R G
] Bk ey A ’, G B T
007 x Buaeras e
. [Tt AR q =7 e
s gl 7 2
Ay e S
R dtr A o
T K ¥, 3
o .\\. s 3 T ey

. T +
g gn(Vad 0. 2.9)) gion(v,.7(0,2,1))
y ="panda” “nematode” “oibbon”
w/ 57.7% w/ 8.2% w/ 99.3 %
confidence confidence confidence

Figure 7.8

Training on adversarial examples is mostly
intended to improve security, but can sometimes

provide generic regularization.

(Goodfellow 2016)



Tangent Propagation

JNOrm>al%Tangent

L]

Figure 7.9

L2




